![](data:image/png;base64,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)

订阅DeepL Pro以编辑此演示文稿。  
访问[www.DeepL.com/pro](https://www.deepl.com/pro?cta=edit-document)，了解更多信息。

没关系我们。我们好吗？是的 你们有充分的时间讨论 Yes.你们有充分的时间讨论好的我记得上周我从这里开始，我说我这周从这边开始。我还记得在这边你有什么建议？优点缺点有什么有趣的发现吗？很容易解释当然我是说，这和线性回归很相似。我们有可解释性。这是一个大问题。这也是逻辑回归在信用评分中如此流行的主要原因之一。因此，在信用评分中，出于监管原因，你必须能够解释一个模型是如何决定一个人是否值得信贷的。因此，你不能只使用黑箱模型。人们通常认为，只要把信用评分数据扔进神经网络，就会有好东西出来。但在银行里你不能这么做，因为如果监管机构打电话来告诉你，告诉你，告诉我你是怎么计算的，而你基本上是给他们一段代码，然后设置模型告诉我这么做，那就不够好了。你不能这样做决定。所以，是的，可解释性易于解释。非常重要的一点。我们前面有什么东西吗？也许像使用逻辑回归的概率那样。通常它是用来分析历史数据以预测未来的。所以我认为只有使用逻辑回归才有可能。预测概率。所以，是的，这与可解释性有关，不是吗？所以，有了概率这个概念，我们就可以决定一个阈值。例如，我们决定概率阈值应为 0.5，但我们仍会计算不同客户违约的概率。然后，我们使用 sigmoid 函数将其转换为 0 或 1 的结果。所以是的，从解释学的角度来看，概率概念是有道理的，不是吗？你明白我的意思吗？我打了个问号，你反而会记住我的话。我居然不擅长把我的话写成文字。我知道一个学者应该这样 但我不擅长好吧后面有什么东西吗？我想，它的一个缺点是需要专家知识来评估结果，因为你必须选择什么是最好的阈值。你要么想把整体错误率降到最低，要么想把个体错误率降到最低。是啊。所以专家知识，很明显你的很多模型都需要。但我们确实讨论过这个问题。选择阈值和决定哪种误差更严重取决于应用环境。因此，我们在讨论这种银行成本保险时，你必须能够理解银行是如何发生成本的。因此，作为一个外部机构，向他们介绍一些东西会比较困难。所以，是的，非常好。最后一个人，我明白你的意思。正如我们所讨论的，这既是优势也是劣势。因为我们没有看到那么多。呃，你的意思是在结果方面的异常值？是的，非常多。所以是二元结果所以，是的，你有更少的那种 更少的变化或更少。因变量的变化更少是的，完全正确。我的意思是，很明显，你的解释变量中仍有异常值，但这确实提高了模型实际实施的难度。完全正确是的是的我的意思是，我不确定这是否是一个缺点，但如果我们不想，二元结果就不是真正的模型，对吗？是的，它有很大的局限性。所以我提到了我们有多类逻辑回归，我们有所有的逻辑回归特例。但如果我们只谈今天讨论的模型，我们只有二元结果。因此变化较少。因此，既有好的结果，也有坏的结果，变化较少。因此，我们有两个类别，这很容易解释模型，但也更受限制。因此，举例来说，当我们讨论概率概念时，我们报告的并不是真正的违约概率。早些时候，我们报告的是二元结果。因此，我们不知道某人是否违约，例如，是否只是轻微违约，下次就不会了。我们只知道他们违约了。我们对此无能为力。因此，从这个意义上说，这有点限制。中间的东西？是的我们？我想你还提到了这个。优点是速度慢。所以这是一个相对便宜的模型。这也是原因之一。与线性回归类似，它通常是我们在数据上训练和测试的第一个模型，因为它给了我们一个很好的阈值。因此，如果你有一个分类问题，如果你有一个二元分类问题，你可能会尝试实现的第一个模型是逻辑回归，然后你可以使用更高级的模型，这取决于你的数据集有多大。是的，我还有一个与之密切相关的模型，但我要看看是否有人真的告诉了我，而不需要我告诉你。所以，我们在中间，也许在后面还有别的东西。一切都已经安排好了。所以我说变量是。我们假设是也不是。这可能是一个缺点。我特别提到了线性关系你还记得是什么吗？记得所以线性关系是指你的输出与因变量的对数概率之间的关系。因此，因变量值和结果变量之间并不是直接的线性关系。而是概率、变量几率和概率之间的关系。这种情况是否经常发生？因变量值和因变量的对数是否是一种常见的情况？我认为这是我们经常做的一个假设，至少在某种意义上是这样。因此，它基本上告诉我们的是，例如，违约的概率。所以我说违约概率是线性的，线性关系与解释变量有线性关系。所以这是一种。是的。事件的对数概率。事件。对因变量。所以因此，如果我们说概率与变量组合呈线性关系，这在很多情况下都是可以假设的。是的，效果出奇的好。所以，这显然取决于你的应用环境。但以信用评分为例，逻辑回归是一种非常非常非常流行的方法。因此，你或许可以认为，这就是实际中正在使用的方法，因为它的计算成本很低，而且效果出奇的好。前面有什么问题吗？我觉得我们可以补充的是，这真的很简单。我们实际上需要为自己设置价格的参数。是啊，我想这也是它被用于其他神经网络的原因之一。是啊例如，你需要关心和担心的调整参数相对较少。所以有些模型要复杂得多。如果你考虑神经网络，同样，与逻辑回归相比，它们的调整过程极其复杂，但却很容易实现，也很容易解释。边上有什么东西吗？是的。因此，与线性回归相比，我们可以使用分类变量进行预测，因为我们使用的是二进制输出，即 0-1。但在讨论的过程中，我们也意识到，与线性回归相比，我们可能会经常面临多重共线性的问题。因为如果我们预测的是分类变量，我们就会有很多假编码，然后我们也必须管理这些假编码。因此，管理分类变量可能会带来不利。由于自动编码和多重共线性，你必须更加小心，但我们可以预测分类变量。因此，预测分类变量，例如，在这种情况下，二元分类是的，预测分类结果。是的，你必须检查多重共线性。老实说，这是个很糟糕的词。所以是的。是的，它基本上意味着某些变量是其他变量的线性组合，所以它们之间是相互关联的。我们在讨论虚拟变量时，我想这就是一个很好的例子。因此，如果你有三种颜色选项，例如蓝色、红色和黄色，那么如果你试图为所有这三种颜色创建一个虚拟变量，你的模型就会因为多重共线性而失效。原因在于，你完全可以通过某人选择红色、红色还是蓝色的信息来解释他是否选择黄色。因此，你可以通过其他变量的组合来完美解释其中一个变量。这样说有意义吗？这是否意味着这些变量不能必须相互区别。是的。相乘相等没错没错所以它们必须相互独立。所以，比如说，你不能把收入作为一个变量，然后把收入除以2作为另一个变量。我不知道你为什么要这么做，但你可能会这么做。所以，让我们做一个更好的例子。比方说，我们有一个变量叫 "家庭规模"，你的家庭中有多少人，你有一个变量叫 "收入"。你的家庭有多少收入？你不可能有一个变量来告诉你每个家庭成员的收入是多少。因此，举例来说，你不能有一个变量来描述每个家庭成员的价值，因为你完全可以通过将收入除以家庭成员来计算。因此，它们必须相互独立。它们不能相互计算。是的所以这很完美。多重共线性可以有我是说小数这是一个完美线性共线性的例子。但也有可能存在不完美的共线性，这仍然会给数据带来问题。所以你必须检查预测变量的独立性。是的，非常重要。线性回归和逻辑回归都是如此。尽管如此，逻辑回归在假设方面更加灵活。例如，我们对线性回归的一些假设是，误差项必须呈正态分布，并且在所有样本中具有相同的方差。这就是所谓的同方差。我知道统计学家强加给我的另一个可怕的词，那就是误差项的同方差性及其正态分布。逻辑回归不需要满足这两点，但线性回归必须满足这两点。因此，逻辑回归在这方面更灵活一些。但有些假设（如多重共线性）对两者都适用。还有什么要补充的吗？知道你的同事们所涉及的一切。我想说可能没有。是的。这取决于你到底想在时间序列中预测什么。举例来说，如果你只想预测时间序列的方向，这可能是可行的。所以我在想一个非常简单的模型，你想预测一只股票的方向。例如，股票价格。它是上涨还是下跌将是一个二元预测。这有多大价值，我不知道。所以，对于时间序列来说，它可能用处不大。你可以说是或不是，然后将其汇总为一个数字，再将其用作时间序列，也许就像这样。就是这样所以我觉得也许有办法，但这不太适合时间序列分析。我同意是的，但你可以。所以可能适用性有限，也许取决于你的情况，因为结果是二元的，而且我们与对数几率之间是线性关系。还有一件事还有一件事。我们为什么要用对数赔率？哇，这和我们想要进行逻辑转换有关。这就是为什么我们要使用 sigmoid 函数转换概率，以适应这种二元结果。因此，我们采用对数变换使其符合我们的曲线。这就是非常简单的解释，因为我们记得这是对数函数，我们将其计算为指数，而指数取自我们的对数值，因为它们是有意义的。因此，如果我们想将 P 值转化为对数函数来绘制曲线或进行描述，这样做有意义吗？你可以说还没有。我再解释一遍。还没有。很好 谢谢 Very good.谢谢我们的目标是让我们从后面总结一下。如果这是我们的目标，我们希望用它来描述我们的结果，因为我们感兴趣的是某件事情的概率是零还是一。因此，我们要将其转化为二元结果。我们说这个 sigmoid 函数、这个 logistic 函数非常适合。比方说，我们希望用 logistic 函数来建立数据模型，而 logistic 函数看起来就像顶部的这个。因此，我们希望能够用 logistic 函数来预测、模拟 Y 轴上的概率。现在，我们如何通过这些步骤得出这个 Logistic 函数。这就是我们的对数函数。因此，如果我们在计算中后退一步，我们就想把它除掉。这就是我们的线性组合。让我在屏幕上演示一下。在另一边，你也可以看到。这是截距和解释变量的线性组合。你可以看到这里有指数值。这就是指数值，对吗？因为我有德语和英语，用两种语言来表达非常困难。所以，如果我们想在不使用指数的情况下描述这个问题。你就必须从等式的另一面取锁。这就是为什么我们要锁定几率。这样说更有意义吗？很好 很高兴 Good.很好是的，是的。我们可以休息一下了不好意思每天回来五分钟吧可以吗？好的 谢谢 Good.谢谢 - 好的 - Thank you.谢谢 - 好的好吧，每个人都安顿下来。请坐我们将继续正则化我还想谈谈模型调整、数据分割和重采样。如果我们今天不讨论不平衡问题，我将把它移到下一讲。所以不用担心，我们会涵盖所有材料。不过，可能只是因为我说得太多或类似的原因，我才会挪动一下。在我们开始之前，我还想在优缺点部分补充一点。我们的计算成本很低。逻辑回归的优势之一在于，它能很好地处理相对较小的样本。因此，与更复杂的模型相比，逻辑回归或线性回归并不需要庞大的样本。这是因为我们假设的关系相对简单，所以我们不需要大量数据来解释简单的关系。因此，如果样本量较小，有些模型就会比其他模型更好用。逻辑线性回归（logistic linear regression）就是其中一种对小样本非常有效的模型。然后我们还有像随机森林、神经网络和 svms 这样的模型，它们在样本量较大的情况下效果更好。所以。根据你的数据情况，显然会影响你要选择的模型。所以我想把这一点作为另一个优势补充进来。好的。我们来谈谈正则化。当我们决定如何实际拟合模型时，我们讨论了一些事情。在拟合模型时，我们关心什么？在这种情况下，当我说拟合时，我指的是估计我们的更好值，例如逻辑回归中的更好值。很明显，其中一个因素就是预测准确性。所以这里说的是一个非常重要的部分。如果 N 不比 P 大很多，这里我说的 N 是样本或观测值的数量，P 是预测因子的数量。因此，从根本上说，你有多少个 X 值，就会有多少变数。方差显然是合适的。因此，如果我们的样本量与预测因子的数量相比特别小，那么这可能会导致过度拟合，并在以后的建模中出现预测不佳的情况。另一方面，如果预测因子的数量实际上大于观测数据的数量，那么最小二乘法拟合方法的方差就是无限大的。因此，你根本无法使用最小二乘法。如果你有更多的预测因子，比如 X 中有更多的列，那么你就会有样本，这实际上是一个相当大的问题。我们稍后会看到在这种情况下可以做些什么。其中一些方法包括，例如，选择你想要包含的变量，因此大部分情况下都会强制减少预测因子的数量。因此，我们通常可以尝试通过对模型进行正则化等方法来减少方差。还有一点是，在很多情况下，我们都很在意模型的可解释性。这也是我们在线性回归和逻辑回归中都提到过的一点。在很多情况下，能够解释你的结果真的非常非常有价值。因此，如果我们的模型中有很多变量、很多预测因子，就会让我们不必要地拥有一个过于复杂的模型，从而更难解释这种关系中究竟发生了什么。因此，在这种情况下，我们还是要删除其中的几个变量，以便更有效地解释我们的模型。因此，这种特征选择或变量选择的基本思想是，我们要删除无关变量，或者至少是那些对我们的回归模型没有太多解释力的变量。而实现这一目的的一种方法就是所谓的套索回归（lasso regression）。套索回归实际上是一种相对简单的方法，我们可以说，我们希望对模型中预测因子的数量进行惩罚。因此，它与惩罚 R 方中预测因子数量的想法类似。你还记得我们讨论过 R 方值和调整 R 方。在优化模型时，我们也要对预测因子的数量进行惩罚。所以，你应该还记得最小二乘估计的第一部分。因此，如果你有一个多元线性回归，你会记得我们想要最小化误差，误差可以计算为实际值减去。然后这里的第二部分基本上就是你的估算。这就是你的贝塔帽。这个项就是你的误差。也就是你的误差平方和。这就是我们在最小二乘法中要优化的结果。现在我们在最后加上这个红色项。它的作用是计算预测因子的数量，或者说计算你希望模型中包含的预测因子的强度或数量。因此，我想让大家重点关注的是这个 lambda。这个 lambda 表示惩罚项的强度。因此，lambda 越高，每增加一个预测因子，就会增加整个项的强度。如果我们想最小化这个数量来优化我们的模型，你可以看到，每增加一个 lambda 都会使这个项的最小化效果变差。因此，如果我们试图将其最小化，那么每增加一个对不起，每增加一个更好的值，都会使整个项变得更糟。所以你可以根据你的专业知识来选择这个 lambda 值，我知道你希望你的模型有多复杂。我们之前说过，如果你的模型中预测因子多于观测值，那么这个模型就会失效。因此，在这种情况下，你会希望预测因子的数量至少低于观测值。这就是选择 lambda 的一种方法。就是这样。lasso 回归的目的实际上是，我们希望建立一个完美或更好的多元回归模型，其中只包含最重要的预测因子。这就是套索回归的目标。因此，它仍然是一种最小平方和方法，但我们仍然要最小化，但我们现在还要最小化预测因子的数量。因此，如果 lambda 足够大，这实际上会迫使我们的一些系数估计值为零。因此，如果我们的 lambda 足够大，那么我们在这里求和的一些预测因子就必须为零，这实际上就从你的记录中删除了一个变量。所以，这就是你的 x 和贝塔数。你会记住它们的所有系数。因此，如果你想找到一组完美的系数，同时考虑到每一个系数都会使我们的结果变得更糟，那么很明显，其中一些系数的最佳值为零，如果你的最佳值为零，那么这个变量就会从模型中删除。因此，选择一个好的 lambda 值是很重要的。我们通常会使用某种交叉验证方法，因此我们会检查多个 lambda，然后根据某种误差测量、准确度测量等指标，基本上选择出最佳模型。因此，我们最终会根据模型性能来评估不同的 Lambda 值。但你也要记住，例如，预测因子的数量必须要少，以保证可解释性或低于观测数据的数量。是的。这将消除几个变量。没错。没错所以，实际上你也可以同时剔除多个变量。这取决于他们的更好值有多大。因此，即使更好值仍然很高，也不会从模型中移除，因为它仍然是一个非常有影响力的变量，但会被压缩。所以，我总是把它们想象得很大，稍微压缩一下，其中一些变量因为仍然非常重要，所以会很坚挺，而另一些变量则被压缩得很厉害，以至于消失了。因此，我总是把 Lasso 想象成一种压缩方法。我觉得这个名字也可以看作是一种套索，你用绳子套住最重要的变量。重要。变量，如果你想这么理解的话。但没错，它可以从中删除多个变量。所以，是的，它的另一种表述方式就是这个词。所以我们还是在最小化你的误差因此，我们仍在最小化平方误差，即通过调整我们的击球手，使我们的击球手总和小于我们设定的某种阈值。因此，这是一个类似的公式，只是用一个 S 参数代替了 lambda，但其结果是一样的。结果是的，结果是一样的。这只是一个优化最小化公式。是啊很明显你做得更好数值可能取决于不同预测因子的比例。所以，一定要在预测因子标准化后再应用套索回归。这是你做任何优化时的经验之谈。因此，通常情况下，首先要对所有数据进行标准化，因为这有助于模型的实际拟合，并找到最佳的选择。除此以外，还有一个替代方案，那就是富回归。因此，这实际上是将所有系数向零惩罚，但不会将任何系数设置为零。因此，这是一种比较柔和的方法。它仍然会压缩所有数据，但没有任何数值会真正消失。因此，这种方法并不适合用于变量选择或特征选择，但仍可用于解释模型，因为它仍会压缩其中的一些值。然后弹性网是两者的结合。嗯。是啊所以我认为套索回归基本上是一种更突出的方法。所以这也是我们明天要在计算机实验室里实现的方法。与此相关，我们来简单谈谈模型调整。那么。实际上，我们上周就讨论过这个问题，当时我们讨论了有些模型会过分强调模式。因此，如果不注意调整，它们就会对数据中的不同模式过于敏感。我们所说的调整，基本上是指对任何参数的选择。例如，你的 lambda 就是 lasso 回归中的一个调整参数，因为它是一个你可以移动和改变并尝试不同值的参数，这对你的参数、你的模型以及你的模型与数据的契合度和灵活性都有影响。因此，我们会在系列讲座中多次讨论这个问题，这取决于你有什么样的模型。你有或多或少的调整参数。因此，你对模型施加影响的机会或多或少，或好或坏。上次我们还简单谈到了偏差和方差这两个统计概念。因此，如果我们知道我们的自变量之间的真实关系被描述为某种模型，那么这里的 X 的 F 可以是，例如，我们之前在线性回归中谈到的线性组合。因此，这是任何类型的模型和任何类型的误差，用来描述你的偏差和结果，那么我们显然想要找到某种模型。我们想要估计某种模型 F hat，以近似 x 的真实函数 F，这是一种完美的关系描述。因此，我们要估算出能代表这种关系的最佳模型。这实际上是一个非常重要的概念，我们要明白，模型只是我们试图描述的现实的最佳拟合。因此，任何模型都不可能完美地描述某种情况。我们只是试图在现有数据和计算成本等其他限制条件下找到最佳模型。因此，你已经知道，我们希望通过优化或最小化误差来实现这一目标，而误差就是我们的估计值与这两个值之间的偏差。现在我们还没有谈到，但你可能已经听说过的一点是，我们通常首先使用训练数据来计算误差。因此，我们将数据集分成不同的部分。例如，其中一部分用于估计线性回归的较佳值。然后，我们真正感兴趣的是，这个模型在其他数据上的表现如何，而这些数据是它目前还没有见过的。因此，当我们试图预测某件事情时，我们显然不能用未来发生的事情来训练模型。因此，我们要知道模型在未见过的测试数据上的表现如何。这就是我们在训练数据上计算典型误差的原因。那么我们的模型在我们知道它应该拟合的数据上拟合得如何？因为这就是我们正在训练它的数据。这就是我们向模型展示的数据。但我们也对测试误差感兴趣。模型在适应一个它从未见过的新情况时表现如何？通常，我们会计算这些误差的平均值，或者同时报告训练数据和测试数据的两个值。因此，我们总是对其中的两个误差感兴趣，因为一个是描述我们的拟合程度，另一个是描述我们未来的改革程度。是的，这是一种有点复杂的解释偏差和方差的方法。偏差是指我们是否真正预测到了我们所说的预测结果。因此，我们的模型在发现我们试图解释的关系方面的实际表现如何？然后，方差是指该模型的可靠性如何，例如，在未来，或者如果我们展示它，如果我们多次应用它。因此，我们在预测中发现了多少差异？偏差基本上是指我们实际找到我们试图预测的东西的程度，而方差是指如果我们想要多次找到真实值，我们找到真实值的可能性有多大？因此，这两点都非常重要，因为我们显然要同时做到这两点，对吗？例如，我们正试图预测违约客户。同时，我们也希望能够用同一个模型反复预测违约和客户。因此，我们希望方差小，与真实违约偏差小，偏差小。我们实际上是在预测违约。显然，由于生活中没有任何事情是完美无缺的，因此通常不可能做到两者都一样好、一样完美。因此，我们通常试图在这两者之间取得平衡，这就是我们所说的偏差方差权衡（bias variance Trade-off）。因此，它们总是能准确地找到中间点，但如果你给它们展示一些它们以前从未见过的新东西，它们就会突然不能很好地表现出来，因为它们太专注于此，以至于无法精确地重复完全相同的动作。同样，高偏差增强算法也能生成更简单的模型，因为它们能更好地理解概念，并很好地描述我们要做的事情。但我们可能会对训练数据拟合不足。因此，我们在建模过程中存在两种模糊认识。所以，我希望你们能从中学到的是，数据的过拟合和欠拟合总是与偏差和方差的权衡有关。因此，我们是否与训练数据拟合得过于紧密，导致我们无法预测未来的任何其他数据，或者我们是否拟合得过于松散，导致我们无法预测和很好地预测我们所拥有的任何数值。我认为这与我们上周讨论的寻找数据的最佳拟合线非常相似。因此，你可以看到左侧这里，我们称之为拟合模型不足。因此，你可以看到数据的真实关系是这样的，但我们只是对其进行了明显的线性回归拟合，这是一条直线，我们并没有真正捕捉到其中的任何信息。是这样吗？就好像我们在这里捕捉到了一点，但这并不是一个很好的拟合模型。右侧是拟合度较低的模型，这是另一个极端。所以我们这里的模型拟合过度了。我们在跟踪数据中每一个微小的变化。如果我们尝试将这个模型拟合到其他数据中，这些数据也有类似的行为，但并没有在这里或下面出现新的点，那么这个模型就无法捕捉到这些点，因为它们离这个过度拟合的模型太远了。因此，我们真正要寻找的是介于两者之间的模型。它并不完美，但已经相当不错了。因此，我们得到了这种关系的一般非线性，而这正是这些过于简化的模型和这些过于复杂的模型之间的完美折衷。因此，一般来说，更灵活的模型意味着我们有更高的方差和更低的偏差。反之，如果采用严格的模型，则方差较小，偏差较大。而这两个量的相对变化，相对变化率，决定了我们的测试误差是增加还是减少。原因在于，如果我们在这类数据上训练模型，那么如果我们向模型中添加新数据，会发生什么呢？我们是否还能预测突然出现的新数据点？这幅图很奇怪。我不记得把它放进去过。好吧，这和我刚才说的很相似。我们正在绘制模型的灵活性曲线。这基本上就是第一句话。灵活性越高，方差越大。这就是橙色曲线，而偏差会减小。这就是蓝色曲线。然后，我们要寻找的基本上就是这个最佳点。这就是测试数据中误差最小的地方，也就是红线。好的嗯，是的，我们在最后几分钟讨论一下数据分割，然后下次再讨论采样。我刚才谈到训练数据和测试数据是两个概念。鉴于这种权衡，我们已经看到了如何在两者之间实现最佳权衡，那就是我们将数据分成两部分，一部分用于训练模型，以估算出更好的参数。而另一部分数据则用来测试模型，看看它在未见过的数据中表现如何，例如是欠拟合还是过拟合。因此，训练数据用于建立和调整模型。然后我们使用测试数据来评估模型的性能。因此，有几种更现代的方法实际上是多次分割数据。我们在讨论交叉验证和重采样等问题时会看到这一点，因为有时这有助于我们更好地适应训练数据和测试数据。例如，如果数据中某些类别的代表性不足，或者有时我们的数据在不同地点之间存在较大差异，那么这种情况就尤其明显。因此，如果数据中存在某种模式或结构，通常会改善你的模型。如果你进行多次重新采样，并分成多次训练和测试。因此，我们通常会将数据分成 70% 的训练数据和 30% 的测试数据。这是大多数人遵循的经验法则。这就是经验法则。所以，你可以选择任何你喜欢的数值。有人用 6040，有人用 5050，有人用 8020。这其实并不重要。关键是你需要的训练数据通常要多于测试数据，因为你想在这部分数据上准确地训练你的模型，然后再在数据的较小部分上对其进行评估，以检查并报告其中的误差。有些模型还需要额外的验证集。这样，你就有了用于训练模型的训练数据，然后你就有了超参数，例如，你想要调整和优化得更强一些的神经网络。因此，你有另一个数据集，然后在最后对测试数据进行测试。这只是相同逻辑的不同方法。底层用于更复杂的模型。例如，神经网络通常使用底部。如果使用线性逻辑回归决策树，则通常使用顶部。因此，训练数据和测试数据通常非常非常重要。我从来不希望看到有人这么做。如果你向模型展示了测试数据，那你就大功告成了。之后你就不会再做任何调整、重新运行或实验了。原因是一旦测试数据被看到，它就是模型中的信息，你就不能再称之为独立的样本外测试数据了。只要他一出现，你就已经在模型的任何步骤中使用了它。因此，一旦你对测试数据进行了某种调整，它就不再是测试数据了。它变成了训练数据。好吗？所以千万不要在测试数据上做任何优化。最简单的方法是我们将随机样本分成训练集和测试集。测试验证集。我想说的是测试集，在某些情况下，某些类别的频率较低，我们会尝试复制这种分布，例如，对代表性不足的类别进行超采样。我们稍后会讨论这个问题。现在我们要讨论的一个有趣的问题是重采样。交叉验证和重采样技术中最有名的方法是 K 折叠交叉验证。其原理是将数据集随机划分为大小相等的 k 组。例如，如果你有 100 个数据点，而 K 值设置为 10，那么你就会有十个数据集，每个数据集有十个数据点。然后，除了最后一个数据集之外，你可以将训练数据与所有数据集进行匹配。因此，这十组数据中有九组会成为你的训练数据。最后一组十个元素将成为你的测试数据。